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Quantitative susceptibility mapping (QSM) allows new insights into tissue composition and organization by
assessing its magnetic property. Previous QSM studies have already demonstrated that magnetic susceptibility
is highly sensitive to myelin density and fiber orientation as well as to para- and diamagnetic trace elements.
Image resolution in QSM with current approaches is limited by the long acquisition time of 3D scans and the
need for high signal to noise ratio (SNR) to solve the dipole inversion problem.
Wehere propose a new total-generalized-variation (TGV) basedmethod for QSM reconstruction, which incorpo-
rates individual steps of phase unwrapping, background field removal and dipole inversion in a single iteration,
thus yielding a robust solution to the reconstruction problem. This approach has beneficial characteristics for low
SNR data, allowing for phase data to be rapidly acquired with a 3D echo planar imaging (EPI) sequence. The
proposed method was evaluated with a numerical phantom and in vivo at 3 and 7 T.
Compared to total variation (TV), TGV–QSM enforced higher order smoothness which yielded solutions closer to
the ground truth and prevented stair-casing artifacts. The acquisition time for images with 1 mm isotropic reso-
lution and whole brain coverage was 10 s on a clinical 3 Tesla scanner.
In conclusion, 3D EPI acquisition combinedwith single-step TGV reconstruction yields reliable QSM images of the
entire brain with 1 mm isotropic resolution in seconds. The short acquisition time combined with the robust
reconstruction may enable new QSM applications in less compliant populations, clinical susceptibility tensor
imaging, and functional resting state examinations.

© 2015 Elsevier Inc. All rights reserved.
Introduction

Quantitative susceptibility mapping (QSM)measures a fundamental
physical property in vivo that is highly sensitive to tissue molecular
composition and disease-induced tissue damage (De Rochefort et al.,
2010; Marques and Bowtell, 2005; Shmueli et al., 2009). The clinical
value of QSM has not yet been fully explored but holds great promise
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for vascular, inflammatory and neurodegenerative diseases of the
brain (Wang and Liu, 2014).

To date, QSMhas been shown to differentiatemicro-bleeds from cal-
cifications which otherwise appear similar on T2*-weighted images
(Kaaouana et al., 2014; Liu et al., 2011b; Schweser et al., 2010a). QSMal-
lows better delineation of deep brain structures from adjacent tissue
than T2*-weighted images (Deistung et al., 2013; Eskreis-winkler
et al., 2013; Schäfer et al., 2012); can be used to assess myelin content
and the extent of loss during demyelination (Argyridis et al., 2013;
Stüber et al., 2014; Wharton and Bowtell, 2014); and has the potential
to map oxygen saturation along venous vasculature (Fan et al., 2013).
Due to the strong paramagnetic effect of iron, iron levels in gray matter
can bemeasured accuratelywithQSM to enablemore specific investiga-
tion of age-related and disease-induced iron deposition (Langkammer
et al., 2012; Li et al., 2013; Sun et al., 2014). Iron accumulation has

http://crossmark.crossref.org/dialog/?doi=10.1016/j.neuroimage.2015.02.041&domain=pdf
http://dx.doi.org/10.1016/j.neuroimage.2015.02.041
mailto:clangkammer@mgh.harvard.edu
http://dx.doi.org/10.1016/j.neuroimage.2015.02.041
http://www.sciencedirect.com/science/journal/10538119


623C. Langkammer et al. / NeuroImage 111 (2015) 622–630
also been linked to the molecular cascade underlying neurodegenera-
tion, which is in line with recent findings of increased susceptibility in
deep gray matter of patients with Parkinson's and Alzheimer's diseases
(Acosta-Cabronero et al., 2013; Langkammer et al., 2014; Lotfipour et al.,
2012; Raven et al., 2013). Inmultiple sclerosis studies, QSMhas utility to
detect tissue demyelination changes in early stages of the disease
(Blazejewska et al., 2014; Langkammer et al., 2013; Rudko et al.,
2014) and to monitor susceptibility in multiple sclerosis lesions that
may indicate iron accumulation or demyelination (Chen et al., 2014;
Eskreis-Winkler et al., 2014; Wiggermann et al., 2013; Wisnieff et al.,
2014).

Three dimensional (3D) GRE sequences for clinical QSM studies
require acquisition times of at least 5 min when resolutions of
1 × 1 × 2 mm3 or better are desired. A higher resolution comes at the
cost of prolonged acquisition times, reduced SNR and a higher sensitiv-
ity to patient-inducedmotion artifacts.When performingQSM, artifacts
may also arise from physiological fluctuations, motion and blood flow.
Additionally, modulation of oxygenation levels and organ motion
during respiration may affect QSM results (Wen et al., 2014).

Several strategies have been described to address these problems. To
reduce movement artifacts with shorter acquisition times, previous
work has adopted 2D instead of 3D readout strategies. Fast 2D acquisi-
tions with echo planar imaging (EPI) have been demonstrated for func-
tional QSM at 9.4 T (Balla et al., 2014) and single-shot 2D EPI has shown
promise for rapid assessment of QSM at clinical field strengths (Sun and
Wilman, 2014). 2D imaging can yield comparable SNR efficiency to 3D
acquisitions due to sequence considerations, particularly in low-
resolution acquisitions. However, for high-resolution isotropic imaging,
the SNR benefit from 3D imaging can be substantial. Instead of 2D scans,
we here propose to acquire phase data with a 3D echo planar imaging
sequence (Poser et al., 2010). The MR acquisition of 3D EPI images
with 1 mm isotropic resolution and whole brain coverage requires ap-
proximately 10 s on a clinical 3 Tesla system. This efficient acquisition
can be combinedwith a robust TGV-based QSM algorithmwhich recon-
structs susceptibilitymaps in a single integrated step that includes back-
ground phase removal and dipole inversion.

In summary, the specific contributions of this work are:

• Combination of rapid 3D EPI acquisition and integrated QSM recon-
struction.

• Incorporating phase unwrapping, background field removal, and
dipole inversion into a single integrated step, thereby obviating the
need for parameter selection in background filtering.

• Use of TGV instead of TV penalty to avoid stair-casing artifacts.
• Making the source code freely available for reproducibility of the
presented results.
Methods

Total generalized variation

Dipole inversion methods using total variation (TV) penalty have
been proposed to reconstruct the underlying magnetic susceptibility
distribution from gradient echo phase data (Bilgic et al., 2012;
Khabipova et al., 2014; Liu et al., 2011a; Schweser et al., 2012). How-
ever, TV only takes the first derivative of the susceptibility distribution
into account and does not enforce higher-order smoothness, resulting
in so called staircase artifacts for images that are not piecewise constant.
As an alternative, the total generalized variation (TGV) penalty shares
convenient properties of the TV functional, but also promotes higher-
order smoothness and therefore leads to more accurate solutions
(Bredies et al., 2010; Yanez et al., 2013). Past applications of TGV in
MRI include parallel imaging, diffusion tensor imaging and PatLoc
reconstruction (Knoll et al., 2012, 2013; Valkonen et al., 2013), in
particular the under-sampled reconstruction and denoising of MR
images as shown in Fig. 1 (Knoll et al., 2011).

Because TGV is the semi-norm on a Banach space, reconstruction
problems with TGV penalty can be solved with tools developed for con-
vex optimization problems. Thewell-known TV semi-normof an image,
or in the present case the susceptibility distribution χ, is described as:

TV χð Þ ¼ ∇χk kM

where∇ denotes the gradient and ‖ ⋅ ‖M the Radon norm (a generaliza-
tion of the L1-norm). The TGV functional (here defined as second order
TGV2) itself represents a minimization problem:

TGV2
α1 ;α0

χð Þ ¼ min
w

α1 ∇χ−wk kM þ α0 εwk kM:

Minimization is performed over all vector fieldsw, where ε denotes
the symmetrized derivative for vector fields resulting in second-order
symmetric tensor fields, εw ¼ 1
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Second-order TGV2 inherently balances locally the first and the sec-
ond derivative of a function, as determined by the ratio of the positive
weights α1 and α0. Note that the ratio of α1 and α0 has been experimen-
tally shown to be ideal for MR images between 2:1 and 3:1 and there-
fore no additional parameter is introduced (Knoll et al., 2011). For all
data presented in this work, the ratio of α1 and α0 was fixed to 3:1
and the reconstruction parameters for the 1 mm isotropic 3D EPI data
were then empirically evaluatedwithin a range of two orders of magni-
tude (α0 from0.0001 to 0.01). The visually obtained optimumvalue pair
of α = (α1, α0) = (0.0015, 0.0005) was utilized in this work.

Integrative QSM reconstruction using TGV

As QSM reconstruction usually involves multiple steps, errors may
propagate in each step, e.g. the error from the backgroundphase remov-
al directly impacts the result of the dipole inversion. Our approach in-
stead acts directly on the wrapped phase data and incorporates the
background field removal by introducing an auxiliary variable in the it-
erative regularization process for the dipole inversion. Furthermore, in
comparison to other methods such as SHARP (Schweser et al., 2010b),
no threshold parameter has to be defined for background field removal.

QSMmaps were recovered from the wrapped phase of single gradi-
ent echodataϕwrapped. The recovery bases on an optimization procedure
which operates on the Laplacian Δ of the unwrapped phase ϕ. The data
Δϕ can be obtained from Δϕwrapped, as described in (Schofield and Zhu,
2003), a technique which was first applied to QSM in (Li et al., 2011b;
Schweser et al., 2013):

Δϕ ¼ Im Δejϕwrapped � e− jϕwrapped
� �

:

The dipole inversion is implemented directly on the Laplacian of the
phase:

1
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Δϕ for thesusceptibilityχ:

Here, the background field was implicitly incorporated by the intro-
duction of an auxiliary variable ψ whose Laplacian is required to be
equal to the discrepancy of this equation on the brainmaskΩ. This aux-
iliary variable was penalized by a squared L2-norm, i.e., integrating its



Fig. 1. Original image (A), noisy image (B) and results of TV- (C) and TGV-based (D) variational denoising.
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squared absolute value over Ω while the brain mask was obtained by
using the Brain Extraction Tool from FSL (Smith et al., 2004). Addition-
ally, the inversion was regularized with TGV of second order and regu-
larization parameters α = (α0, α1), which in particular realize a
weighting, resulting in the variational problem:

min
χ;ψ

Z
ψj j

2
dxþ TGV2

α χð Þsubject toΔψ ¼ 1
3
∂2χ
∂x2

þ 1
3
∂2χ
∂y2

− 2
3
∂2χ
∂z2

− 1
2πTEγB0

Δϕ inΩ:

The TGV functional itself introduces one more auxiliary variable as

TGV2
α χð Þ ¼ minw α1 ∇χ−wk kM þ α0 εwk kM :

Where, again,∇ and ε are the gradient and symmetrized derivative,
respectively, and ‖ ⋅ ‖M denotes the Radon norm, see (Bredies et al.,
2010) for details.

The solution of this optimization problem yields susceptibility maps
in a single step — without the need of separate phase unwrapping and
background field fitting. This is enabled by using only the Laplacian of
the unwrapped phase (Δϕ) in the inversion problem; thus, the
unwrapped phase ϕ is not recovered or used directly (Li et al., 2014;
Zhou et al., 2014). Further, by the constraint on Δψ, the discrepancy as-
sociated with the dipole inversion problem is realized by ψ. This dis-
crepancy can be interpreted as the difference, in terms of the
Laplacian, of χ convolved with the dipole kernel and the given phase
ϕ. The minimization with respect to ψ thus corresponds to removal of
the (harmonic) background field. Finally, minimization with respect to
χ yields the TGV-regularized dipole inversion.

The optimization problem can be solved numerically by employing
general primal–dual algorithms for finding saddle points for convex–
concave problems. For the computations, the iterative method was im-
plemented in Python as described in (Bredies, 2014; Chambolle and
Pock, 2010) on amachinewith two six-core AMD Opteron 2.2 GHz pro-
cessors and 24 GB of RAM. The reconstruction time using the parame-
ters described above and 1000 iteration steps was approximately
5 min for whole-brain data at 1 mm isotropic resolution.

The software developed for this TGV-based QSM reconstruction is
freely available for academic purposes and can be obtained from:
http://www.neuroimaging.at/pages/research/quantitative-
susceptibility-mapping.php.

Simulated QSM reconstruction

A numerical phantomwas adapted from thework of (Wisnieff et al.,
2013) for the simulation of the QSM reconstruction based on TGV-
regularization (Fig. 2A). Briefly, this phantomwas created by automated
segmentation of a brain into white matter, gray matter and cerebrospi-
nal fluid (CSF). Susceptibilities were similar to values observed in vivo:
CSF = 0 ppm, globus pallidus = 0.19 ppm, putamen = 0.09 ppm,
thalamus = 0.07 ppm, red nucleus = 0.07 ppm, substantia nigra =
0.09 ppm, dentate nucleus = 0.09 ppm, caudate nucleus = 0.09 ppm,
and cortical gray matter = 0.05 ppm. Based on the orientation of fiber
bundles, susceptibilities of white matter structures range from −0.03
to −0.01 ppm. Geometric properties were derived from the imaging
data (matrix size = 256 × 256 × 98, resolution = 0.94 × 0.94 ×
1.5 mm3).

This phantom was extended with focal susceptibility perturbers
mimicking air–tissue interfaces in the proximity of nasal and ear cavi-
ties. Additionally, two random focal susceptibility sources were placed
outside the brain. Positions and magnitudes of these background field
components were evaluated experimentally to obtain results similar
to in vivo gradient echo phase images. Subsequently, the phantom
was convolved with the dipole kernel using parameters to match the
EPI acquisition (TE = 21 ms, 3 T) and wrapped to the interval −π to
π. Finally, white noisewithmaximumamplitude of 5% of this 2π interval
was added. As final step the simulated phase data was masked by a
brain mask only covering the brain parenchyma. Resulting phase
images are presented in Fig. 2B.
In-vivo 3D EPI imaging

Three volunteers without known neurological disorder (age range =
24–32 years) underwent brain MRI at 3 T (TimTrio, Siemens Healthcare,
Erlangen, Germany). Written informed consent was obtained from all
subjects.

TheMRprotocol included a 3D gradient echo EPI sequence by (Poser
et al., 2010) with 1mm isotropic resolution (TR/TE= 69/21 ms, FOV=
230 × 230 × 176 mm, FA = 17°, and 156 EPI partitions). Images were
acquired using a 32 channel phased array coil with parallel under sam-
pling of factor 4 and 6/8 partial Fourier applied along the primary phase
encoding direction (ky). For each excitation 43 k-space lines were sam-
pled which an echo spacing of 1.04 ms. Automated shimming was ap-
plied using the vendor's default implementation for EPI sequences.
The acquisition for these parameters with whole brain coverage in
1 mm isotropic resolution took 10 s. Independently of the number of
averages in the 3D EPI scan, approximately 17 s are needed once for
the EPI reference and phase correction scans. Reconstruction was per-
formed using the manufacturer's parallel imaging reconstruction algo-
rithm, but with “Maxwell correction” disabled. The Maxwell correction
accounts forMaxwell fields, the concomitantmagnetic fields inherently
generated by the gradient pulses before the EPI readout train, which
consequently induce undesired phase variations in the complex images
(Jezzard and Clare, 1999). In the present work this correction was dis-
abled for the scans because the scanner vendor's correction method is
applied for magnitude and phase images separately and would have
led to improper phase values in the proximity of 2π phase wraps
which subsequently cannot be unwrapped.

In total, 32 averages of the 3D EPI sequence were acquired resulting
in a total acquisition time of 5min 38 s. Data from the 32measurements
were saved individually for a subsequent analysis. The individual mag-
nitude and phase images were combined into complex MR data and
then averaged to obtain data from 1, 2, 3,…, 31, and 32 virtualmeasure-
ments. Subsequently, phase data derived from the complex MR data
was used for QSM reconstruction while magnitude data was used for
brain mask extraction.

http://www.neuroimaging.at/pages/research/quantitative-susceptibility-mapping.php
http://www.neuroimaging.at/pages/research/quantitative-susceptibility-mapping.php


Fig. 2.Numerical susceptibility phantom (columnA). Results of the forward simulation showing phase data after background perturbersmimicking air–tissue interfaces in theproximity of
cavities (arrows) and noise have been added (B). Results of the QSM reconstruction using the TGV approach proposed in this work (C). Susceptibility maps χphantom and χTGV are scaled
from −0.3 to 0.3 ppm, and phase images ϕwrapped from −π to π.
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Additionally, an MPRAGE sequence with 1 mm isotropic resolution
(TR/TE/TI/FA = 1900 ms/2.19 ms/900 ms/9°) and a matrix size of
256 × 256 × 176 was acquired with GRAPPA = 2 and an acquisition
time of 3 min 29 s.

Regional QSM evaluation

Quantitative assessment of the proposed technique was performed
in deep gray matter structures as these typically present with high
iron levels relative to white matter structures. These brain structures,
including the caudate nucleus, globus pallidus, and putamen, were seg-
mented from thehigh resolution T1-weightedMPRAGE scan via FIRST, a
segmentation and registration tool based on deformable models
(Patenaude et al., 2011; Smith et al., 2004). The 3D masks obtained for
these structures were eroded by at least 1 voxel and then were overlaid
on the QSM images. To assess the impact of SNR, mean regional suscep-
tibilities and standard deviations were calculated for each structure as a
function of signal averages (ranging from 1 to 32 averages). Values from
both hemispheres were averaged.

In vivo 3D GRE imaging

To demonstrate the TGV–QSM reconstruction on conventional high
resolution gradient recalled echo (GRE) one healthy volunteer (age
32 years) underwent MR imaging at 7 T (Siemens Magnetom) with a
32 channel receive coil array. Imaging included a spoiled 3D GRE
sequence (TE/TR = 15/25 ms, 0.5 mm isotropic resolution, BW =
100 Hz/px, matrix size = 384 × 512 × 240) with Wave-CAIPI (Bilgic
et al., 2014) using an acceleration factor of R = 3 × 3 which resulted
in a total acquisition time of 4 min 16 s. Wave-CAIPI traverses an
efficient corkscrew k-space trajectory that spreads the aliasing evenly
in 3D and fully exploits the variation in coil sensitivities to accelerate
imaging with low artifact and noise amplification (maximum g-factor
penalty gmax = 1.14).

Results

TGV–QSM of 3D EPI data

Results of the TGV-based single step QSM reconstruction are shown
in Fig. 3. Visual inspection of the reconstruction demonstrated good
contrast between cortical gray matter and subcortical white matter
(Fig. 3A). In addition, the myelin-rich optical radiation was clearly visi-
ble. The deep gray matter nuclei were clearly delineated in all image
planes and showed a strong intra-structural variation due to inhomoge-
neous iron distribution (Fig. 3A, B). Given that no additional priors were
utilized for the QSM reconstruction, the absence of severe streaking
artifacts is notable, which can be especially appreciated in the coronal
view (Fig. 3C).

SNR analysis

TGV-based reconstruction yielded QSM images of good quality
even from a single phase image without averaging. Not surprisingly,



Fig. 3. Representative images of the QSM reconstruction with 32 averages by using TGV in transversal (A), sagittal (B) and coronal image planes (C). QSM images are scaled from−0.3 to
0.3 ppm. Note the good delineation of cortical structures (A) and deep gray matter nuclei (B and C).
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more signal averages resulted in a more stable reconstruction and
higher overall quality of the QSM images (Fig. 4).

Based on these individual reconstructions, the results of the ROI
analysis are shown in Fig. 5. For four and more averages, the regional
mean susceptibilities in the caudate, globus pallidus and putamen
were largely independent of the number of signal averages. In all deep
gray matter structures the variance in regional susceptibility constantly
decreased withmore averages acquired. However, acquiringmore than
4 averages did not substantially change quantitativemeasurements and
only marginally improved the SNR of the final susceptibility values.
Fig. 4. Reconstructed QSM imageswith varying number of signal averages (NEX) and their resp
scaled from −0.3 to 0.3 ppm. The upper row shows a representative slice of deep gray mat
structures.
TGV–QSM of GRE data

Fig. 6 shows the results of the TGV–QSM reconstruction from GRE
data acquired with 0.5 mm isotropic resolution. Cortical gray matter
yielded exquisite QSM contrast compared to adjacent white matter
(Fig. 6 AB). Additionally, iron-loaded structures such as the putamen,
globus pallidus, substantia nigra, and nucleus ruber can be delineated
well from the adjacent tissue (Fig. 6 CD).

The level of streaking artifacts observed on the QSMmaps is notably
low although the GRE data has been obtained only from a single
ective acquisition times (not including a single EPI reference scan of 17 s). QSM images are
ter nuclei while the lower row demonstrates white–gray matter delineation of cortical



Fig. 5. Regional susceptibility plotted against thenumber of signal averages. Values representmean susceptibility (upper row) and standarddeviation (lower row, SD) of all voxelswithin a
specific anatomical structure. Each color represents a single subject (age range 24–31 years).
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orientation. The absence of severe artifacts can be observed best in cor-
onal and sagittal views (Fig. 6 DE).

TV versus TGV based QSM reconstruction

The simulated phantom utilized in this work has been modified by
an additional susceptibility gradient in the thalamus. The susceptibility
gradientχAP is ranging from 0.20 to−0.20 ppm (anterior to posterior).
Fig. 7 visualizes thedifferences of TV and TGV basedQSM reconstruction
where TVbased QSMexhibited stair-casing artifactswhichwere not de-
tectable when using TGV.

Discussion

The proposed TGV–QSM reconstruction is carried out in a single in-
tegrated optimization step which is algorithmically robust with respect
to low SNR. Phase data from a single 3D EPI acquisitionwere acquired in
Fig. 6. Results of the TGV–QSM reconstructions obtained by a conventional GRE sequ
10 swith 1mm isotropic resolution and yielded reasonable QSM images
with moderate noise. Moreover, QSM images acquired in less than
1 min (4 signal averages plus EPI preparation) did not exhibit quantita-
tive differences of susceptibility values in the deep gray matter struc-
tures compared to longer sampling.

The proposed algorithm combines phase unwrapping, background
phase removal and dipole inversion as a single integrative step. Previous
approaches separated these processes, such that errors from back-
ground field estimation might be propagated to the dipole inversion
process. In addition, the presented reconstruction only requires a single
parameter (α) whereas other QSM methods require both a regulariza-
tion parameter and a SHARP threshold.

TGV is an extension of TV-based solutionswhich recover susceptibil-
ity shifts, e.g. between white and gray matter structures, while mitigat-
ing stair-casing artifacts whichmight be observed in white matter or in
heterogeneous susceptibility distributions within gray matter nuclei.
This improvement is especially important when no additional priors
ence (0.5 mm isotropic resolution). Images are scaled from−0.25 to 0.25 ppm.



Fig. 7.Numerical susceptibility phantom (A) where the susceptibility in the thalamus (TH) has been modified to mimic a heterogeneous susceptibility distribution. While TV based QSM
reconstruction yields stair-casing artifacts (B; arrows), the incorporation of higher order terms in the TGVbased reconstruction yields smoother results within the nuclei but still preserves
structural borders (C).
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such as magnitude image gradients are incorporated in the reconstruc-
tion process or when investigating subtle changes, as observed in
multiple sclerosis lesions relative to adjacent normal appearing white
matter. TGV-based QSM reconstruction provides more accurate
solutions than TV by suppressing stair-casing artifacts of the inversion
problembecause higher-order information is incorporated in the recon-
struction procedure. However, assessing the differences of TV and TGV
regularized QSM is challenging for in vivo data due to the lack of a
known ground truth. To circumvent this issue we utilized a simulated
phantom. Fig. 7 shows that TV based QSM exhibited stair-casing arti-
facts which were not detectable when using TGV.

Using EPI readout strategies for QSM is a relatively novel concept.
Recently published work showed that 2D EPI acquisition is faster and
more efficient in SNR than conventional GRE acquisitions. Consequent-
ly, it was proposed for functional QSM which aims to quantitatively
assess BOLD changes (Balla et al., 2014). Another recent study elegantly
demonstrated the feasibility of using 2D EPI for acquiring QSMwithin a
few seconds (Sun and Wilman, 2014). However, due to its data sam-
pling scheme, EPI is more sensitive to gradient performance, chemical
shift effects, and bias field than conventional GRE. Although these ef-
fects might influence the gradient echo phase and the QSM reconstruc-
tion, recent work has shown that 2D EPI acquisition yields close to
identical susceptibilities to standard GRE acquisition with a very high
correlation (r2 = 0.96). Fig. 6 shows images of the TGV–QSM recon-
struction fromdata acquired by aGRE sequencewhere theGRE revealed
more subtle anatomical details relative to EPI because of better spatial
resolution. However, the susceptibilities obtained from the GRE were
not quantitatively compared to the 3D EPI acquisition as different
voxel sizes were used (Deistung et al., 2008; Haacke et al., 2014).
TGV–QSM demonstrated a low level of streaking artifacts for the 3D
EPI data, but also for the GRE data shown in this paper (observable in
the coronal views in Figs. 3 and 6).

Beside QSM, EPI acquisition has been used for susceptibility weight-
ed imaging (SWI) and T2* weighted imaging (Sati et al., 2012, 2014; Xu
and Haacke, 2008; Zwanenburg et al., 2011). Compared to single shot
methods, segmented EPI can achieve higher spatial resolutions and a
lower level of geometrical distortions which come at the cost of
increased scan time. In the present work we utilized 3D EPI which is,
in most applications, more efficient than 2Dwith respect to SNR and al-
lows thinner sliceswith better slice profiles to be acquired in reasonable
acquisition times (Poser et al., 2010). However, application of physio-
logical noise correction has demonstrated higher sensitivity for 3D
than 2D acquisition in functional MRI studies (Lutti et al., 2013). Addi-
tionally, 3D EPI is readily available as sequence package for all major
MRI system vendors and its conventional readout minimizes the need
for more complex reconstruction from non-Cartesian trajectories.

Nevertheless, the speed-up of 3D EPI compared to GRE acquisition
comes at the price of increased susceptibility artifacts which are present
in cortical regions in the proximity of sinuses and cavities. Fortunately,
EPI based readouts are widely utilized in functional MRI and algorithms
to correct these distortions have been proposed. An elegantmethod is to
reverse thephase encodingdirection (Andersson et al., 2003; Chang and
Fitzpatrick, 1992), such that half of the acquisition is done in AP direc-
tion and half in PA direction. In this manner, the susceptibility-
induced off-resonance field can be estimated and a corrected image
can be calculated. This technique is amenable to our setup (e.g. two
averages each per phase-encoding direction), and can be implemented
in post-processing without additional scan time cost. Nevertheless,
because of different sensitivity for susceptibility artifacts and different
preprocessing steps such as geometrical distortion correction, we here
did not focus on a side-by-side comparison between QSM reconstruc-
tions from GRE and EPI data with the proposed QSM approach. Instead,
we demonstrated the applicability of TGV–QSM for different sequences
with an emphasis on low SNR data from EPI and highly accelerated GRE
acquisitions.

This work has its limitations. At the first glance, TGV of second order
has two regularization parameters (α0 andα1) and therefore seems to in-
troduce an additional regularization parameter compared to TV. Previous
work assessing TGV2 for medical image processing has demonstrated
that the weights balancing the first to the second order terms are ideal
between 2:1 and 3:1 (Knoll et al., 2011). Therefore, in this work the
ratio of α0 to α1 was fixed and, thus, no additional parameter has to be
considered. We did not investigate the selection of the regularization pa-
rameter set systematically as the present work focused on the impact of
SNR and the required measurement time in a clinical setup. Both the
3DEPI data aswell as theGRE data shown in this paperwere reconstruct-
edwith the same regularization parameter set α. Although the voxel vol-
ume of those two sequences differs by a factor of 8, the resulting images
show reasonable susceptibility contrast with a high level of details in par-
ticular in the cortex. However, the 7 T data might be over-regularized in
central regions, which is subject to further investigations. This highlights
the need for fine-tuning the regularization parameter set α for different
sequence parameters under consideration of the subjective visual prefer-
ence. This intrinsic difficulty of regularized QSM approaches was demon-
strated and discussed in a recent review paper comparing various
different algorithms for QSM (Wang and Liu, 2014).

For the SNR analysis, we emulated the situation of a clinical study
where deep graymatter structures are investigated by region of interest
analysis (Langkammer et al., 2013). These structures contain high levels
of iron and thus QSM can be used to compare a patient cohort to con-
trols or to longitudinally monitor disease progression. In this work, we
did not include white matter regions due to its relatively low suscepti-
bility values and because consideration of anisotropic susceptibility
due to the white matter fiber orientation requires multi-orientation
(head-tilting) measurements (Denk et al., 2011; Li et al., 2011a; Li and
van Zijl, 2014).
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In conclusion, QSMwith 1mm isotropic resolution in 10 s was dem-
onstrated by combining phase imaging with 3D EPI and an integrated
single step QSM reconstruction with TGV. Promising applications in-
clude multi-orientation QSM and susceptibility tensor imaging, where
typical scan times currently are still longer than 1 h (Liu, 2010; Liu
et al., 2009). Imaging of less-compliant patients and the retrospective
assessment of the BOLD response in resting state functional MRI may
also benefit from the fast acquisition and robust QSM reconstruction
of the new approach.
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